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Abstract— This paper presents the use of the Particle Swarm  « M., is the irreversible magnetization component defined

Optimization for the identification of Jiles-Atherton model pa- by :
rameters. This approach is tested on two magnetic materials :
NO 3% SiFe and NiFe 20-80. Results are compared with those AMirr  Man — My h S — s dH 3
obtained with a direct search method. Experimental validations dH, k& we B SZQH(E) ©)
are also presented.
a,a,c, k and My are the parameters of the model where
I. INTRODUCTION a is a form factor,c the coefficient of reversibility of the

movement of the walls)/, the saturation magnetizatioh and

The modelling of some electromagnetic devices requires dorepresent the hysteresis losses and the interaction betwee
take into account an accurate behavior representationeof the domains respectively.
magnetic materials (static hysteresis law). The desciptib
magnetization process based on Jiles-Atherton (J-A) yhed$. PSO Process
[1] is usualy used because it can be easily implementedThe PSO is an adaptative algorithm based on a social-
Moreover the J-A model requires few memory storage apgdychological analogy [6]. Each particle i of the swarm is
its implementation uses only five parameters. However, t@efined as a potential solution to a problem in a five di-
identification of these parameters is based on an iteratiyRnsional space. This particle i is associated to its pwsiti
procedure [2] which may introduce convergence problems, = (o, a,, ¢;, ki, Mg;). Each particle has a position (5) and
Indeed this classic procedure is very sensitive to initedligs a velocity (4) (their values are randomized initially).
of parameters chosen as starting point for the optimization The Fitness function for a particle i is defined as the squared
Therefore new methods such as Simulated Annealing Methegior between the measured values and the calculated ones
[3] or Genetic Algorithm [4] have been recently introducediobtained by considering the parameters associated to the
This paper presents another heuristic method, the Partiglgrticle i) of a static hysteresis loop.
Swarm Optimization (PSO), in the aim to bring another solu- The position with the lowest fitness score in each iteraton i
tion. This method is based on a socio-cognitive theory eoptr defined to be the entire swarm’s global best (gbest) position
to the genetic algorithm method based on a natural selectiom addition, each particle keeps its best position that & ha
there is no elimination of individual of the population seth visited, known as the partic|e’s persona| best (pbest)_

is less risk to exclude a good solution. The particle motions are governed by the following rules
which update particle positions; with variation’s step for
Il. IMPLEMENTATION each paramete@ — (’Uai7v(li7’UCi7 Vki UMSi):
A. J-A Model
The following form of J-A equations are considered : [5] vf“ — wol + prrdy X (pbest — x;) + pords x (gbest — z;)  (4)
L
dH ~ 11— qciMu i 1) it =} +of (5)
— el — a(l—c) T
where - wherez; is the current position of particle pbest is the best

_ _ o . position obtained by particle igbest is the swarm’s global
« M,y is the anhysteretic magnetization provided by thgest position,u; is the velocity of particle iw is an inertia

Langevin's equation weight,p; andp, are social and cognitive parametetg; and
H a rdy are two random numbers between 0-1 arnsl the current
My, (H,) = Ms(coth(f) - F) (2) iteration.

A variable neighbourhood operator is also introduced [7] in
o H. is the Weiss’ effective field H. = H + aM order to improve the convergence of this method. During the



initial step of the optimisation, the neighbourhood of treg-p B. NiFe 20-80 material

ticle is reduced to itself. As the number of iterations ims®s,  The DSM for this material leads to negative valuesiaind

the neighbourhood will be gradually extended to include all(not physical). However the PSO suits. Results are reported
particles. In other words, the variablgest in the classical jn taple 111

PSO algorithm is replaced bipest (i.e. local best solution)

where a local neighbourhood size is gradually increased. Th TABLE Il
neighbourhood Of a particle iS deﬁned by the minimum Of OPTIMIZATION RESULTS AND ESTIMATION ERRORS FOR MAJOR
Euclidian norm for the five normalized parameters HYSTERESIS LOOP
In addition, the value of the inertia weight in the PSO
is also gradually fitted (6) in order to improve the accuracy [ Parameters]  PSO__[[[[ Points [ PSO error |
during the final steps of optimisation. o 5.1508e-5 He 33%
a 157511 B, 0.6%
_ (Wstart — Wend) X (Maxiter — Iter) 6 c 0.82557 B% 1.2%
= Maz., twena  (6) 2 53407 B, [ 08%
M. 9.192489¢5|([[ Bias 8.3%

where wgiqr+ and we,q are initial and final values for the
random inertia weight.

The 33% error obtained foF,. is not significant of the

] ) ] i accuracy of the method because the material has a very small
This method is used to obtain the five parameters of J'c%ercivity field (less than 1 A/m).

model for the magnetization representation of two difféeren
magnetic materials. IV. CONCLUSION

A NO 3% SFe material PSO has been applied with success to estimate the T]-A
model parameters.Two tests have been presented here ; all
The table | compares the different parameter values olttaingther tests we did show that this method is not influenced by
by considering the PSO algorithm and a Direct Search Methggkial random values, doesn’t have any convergence prople
(DSM) : the fminsearch function of MATLAB. and is anyway more accurate than DSM.
In the near future, we will go further into the notion
of neighbourhood, and give comparisons with the genetic
algorithms in terms of accuracy, calculation time and ezssn
of implementation.

1. RESULTS

TABLE |
OPTIMIZATION RESULTS

[ Parameters] PSO [ Direct Search] . .
= AR R In some cases, it may be more important to have a good
a 383704 35483 accuracy for minor loops than for the first magnetisatiorveur
c 0.13568 0.22365 : we plan to modify the fitness function to allow to give more
k 50.7865 56.968 weigh to the shape of minor loops on the JA coefficients.
M, 1.1163e6 1.112€6
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The PSO allows to obtain accurate results concerning the
determination of the first magnetizatio®{,,) contrary to a
DSM.



